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ABSTRACT
This study investigates the application of artificial neural networks (ANNs) on the prediction of daily grass reference crop evapotranspiration (ET₀) and compares the performance of ANNs with the conventional method (Penman–Monteith). The use of ANNs was examined number of hidden layers and the activation function were also tested. The best ANN architecture for estimation of daily ET₀ was obtained for different data set for Nubaria. Using these data, the networks were trained with daily climatic data (maximum and minimum temperature, dew point and wind speed) as input and the Penman–Monteith (PM) estimated ET₀ as output. The analysis was carried out with MATLAB software. Feed forward one-layer networks with sigmoid function were used. Performance evaluation of the models have been carried out by calculating root mean square error (RMSE). The network were selected based on maximized R and R² value and minimized RMSE values which were 0.98, 0.957 and 0.44 mm/day, respectively in testing. The optimal ANN (4-12-1) for Nubaria regions showed a satisfactory performance in the ET₀ estimation. These ANN models may therefore be adopted for estimating ET₀ in the study area with reasonable degree of accuracy.
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INTRODUCTION
Evapotranspiration (ET) is an important component of the hydrologic cycle, and its accurate predictions is of paramount importance for many investigations such as irrigation system design and management, hydrologic water balance, crop yield simulation, irrigation scheduling, drainage studies, agricultural and forest meteorology, and water resources planning and management (Banihabib et al., 2012; Kumar et al., 2002 and Ahmed et al., 2005).
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Evaporation pans are widely throughout the world to estimate ET₀. Evaporation pan (Ep) requires a measurement of the collective influence of temperature, humidity, wind speed and solar radiation on the reference crop evapotranspiration. This measurement can positively be used estimate ET₀ with a logical accuracy (Irmak et al., 2003). Evaporation is a function of temperature, wind speed and humidity, all of which are conditional. Wind revolutions the humidity and if the humidity is low, the evaporation rate is higher. At the same time, air temperature effects humidity and surface temperature. All these influences provide to evaporation with temperature likely being the foremost factor influencing evaporation. Because of maximum and minimum air temperature can be simply recorded at most weather stations world-wide, the PM method is the standard technique when there is no measured lysimeter data (Utset et al., 2004; Gavilan et al., 2006). The study confirmed the superior performance of the PM method in all climatic conditions. Similar comparative studies (Allen et al., 2000; Hargreaves and Allen, 2003; Itenfisu et al., 2003; Temesgen et al., 2005; Nandagiri and Kvoor, 2006; López-Urrea et al., 2006) implemented after the evolution of FAO-56 PM method (Allen et al., 1998) recognized FAO-56 PM as the global standard ET₀ estimation method.

Although, further research is needed on irrigation management to find the suitable model to be applied for estimating crop evapotranspiration (ET), to prevent the excess or deficit water application, waterlogging, and soil salinity (Eslamian et al., 2009). Effective software tools in the domains specified above require the estimation of ET₀ and the processes to act that have been frequently applied in software applications. This is some of the causes that why there is an improving requirement for flexible methods in model improvement (Jones et al., 2001). Reference evapotranspiration can be evaluated by lysimeters; while, this method is extremely costly and not easy to usage (Valipour 2014). Several researchers have evaluated to estimate the evaporation throughout the direct models using the weather parameters; however, some of these methods require the data, which cannot easily be determined (Rosenberry et al., 2007). A method that can be used for this objective is the artificial neural network (ANN). ANN are active tools to model nonlinear systems and require less inputs. Consistent with Sudheer et al. (2003), the most important advantage of ANN methods on
conventional methods is the ability for solving problems which are complex to formalize. The ANN model having only three inputs, the $T_{\text{max}}$ and $T_{\text{min}}$ ($^\circ$C) and Ep (mm d$^{-1}$) were used to demonstrated that modeling of daily $ET_0$ through the use of ANN method gave better estimates than the conventional methods that require wind speed and humidity data (Jadeja, 2011). Feedforward Backpropagation (BP) algorithm was working to train the MLP neural network. Levenberg-Marquardt (LM) algorithm was utilized with an early stopping cause to improve the network training rate and efficiency. For the standard, all the data were parted into three sets (Coulibaly et al., 2000). Several researchers have used ANN models to estimate evapotranspiration as a function of climatic data (Sudheer et al., 2003; Trajkovic et al., 2003; Trajkovic, 2005; 2007; Keskin and Terzi, 2006; Khoob, 2008; Kim and Kim, 2008; Kisi, 2008; Landeras et al., 2009). This study aims to use an artificial neural network (ANN) to predict the values of the Evapotranspiration $ET_0$ with a specific daily climate data set.

**MATERIALS AND METHODS**

Recently, there has been considerable interest in employing ANNs model to a wide variety of environmental processes due to their ability to identify complex input–output relationships. Additionally, ANNs have been used extensively for meteorological applications. In this research, ANNs were used to estimate $ET_0$ based on the minimum air temperature ($T_{\text{min}}$) and maximum air temperature ($T_{\text{max}}$), dew point data (DP) and wind speed (WS). Data of past 17 years (1 January 2000 to 31 December 2016) were collected from standard agricultural meteorological stations of the Agricultural Research Center in the tests station of Nubaria Province, El-Behira Governorate, Egypt, at latitude $30^\circ 30' 1.4''$ N, and longitude $30^\circ 19' 10.9''$ E, and mean altitude 21 m above sea level. For the calculation of Reference Evapotranspiration $ET_0$ The FAO Penman–Monteith Equation recommended (Allen et al., 1998) which may be written as:

$$ET_0 = \frac{0.408\Delta(R_n - G) + 900 \gamma u_2 (e_s - e_a) / (T + 273)}{\Delta + \gamma (1 + 0.34 u_2)}$$

Where:

$ET_0$ : Reference evapotranspiration [mm day$^{-1}$],
Daily ET₀ values showed in fig. (1) were estimated using the PM method to use in target in ANNs. Among the different types of ANNs, multilayer perceptron (MLP) neural networks are quite popular and were used in this study. MLP consists of an input layer, an output layer, and hidden layers. Several joined giving nodes or neurons are organized in these layers. The neurons in the hidden layers which are connected to the neurons in the previous layer and the following layer by adaptable weights, allow the network to calculate

\[ R_n \]: Net radiation [MJ m⁻² day⁻¹],
\[ G \]: Soil heat flux density [MJ m⁻² day⁻¹],
\[ T \]: Mean daily air temperature at 2 m height [°C],
\[ u_2 \]: Wind speed at 2 m height [m s⁻¹],
\[ e_s \]: Saturation vapor pressure [kPa],
\[ e_a \]: Actual vapor pressure [kPa],
\[ e_s - e_a \]: Saturation vapour pressure deficit [kPa],
\[ \Delta \]: Slope of the vapour pressure curve [kPa °C⁻¹],
\[ \gamma \]: Psychrometric constant [kPa °C⁻¹].
complex links between the inputs and outputs. The procedure of determining these weights is known as training. Essentially, the network is trained to model an input–output relationship during an observed training procedure by operating a cycle of input and linked output data. The number of nodes in the input and the output layers depends on the number of input and output variables, respectively. MATLAB (R2016b) that includes an “Artificial Neural Network toolbox” (nnstart) was used to construct, train, and simulate neural networks. A two-layer feed-forward network with sigmoid hidden neurons and linear output neurons, can fit well multi-dimensional representing problems Arbitrarily giving consistent data and enough neurons in its hidden layer. The network will be trained with Levenberg-Marquardt back propagation algorithm, in which case scaled conjugate gradient back propagation will be used. In this structure, there are four neurons in the input layer (representing the $T_{\text{max}}$, $T_{\text{min}}$, DP and WS variables), i neurons in a single hidden layer, and one neuron in the output layer (representing the $ET_0$). Inside each hidden neuron, a weighted sum of inputs is treated using a transfer function. The transfer function in the networks was sigmoid in this study. Networks with a single hidden sigmoid layer are by far the most frequently used network topology. This is likely because they can guess any function with a finite number of breaks if enough training is performed. All data were divided randomly into three sets. Out of total number of 6209 patterns, 4347 (70%) had been used for training, 931 (15%) had been used for validation of the network while the remaining 931 (15%) had been used for testing the model. The performance of the ANN depends on the number of nodes in the hidden layer. Because no specific guidelines occur for choosing the optimum number of hidden nodes for a given problem, this network parameter is often optimized using a combination of empirical rules such as trial and error. Fig. 2 shows the general layout of a three-layer neural network used in this study. The training process was repeated for the new architecture. This procedure was continued for several different architectures. Eventually, the ANN architecture that resulted in the high correlation coefficient (R) and less root mean square error (RMSE) over the training epochs was adopted as the optimal ANN architecture. In the present study, the performance of the ANN model is examined for two distinct types of transfer functions of the
hidden layer namely, the logarithmic sigmoid function (logsig) and hyperbolic (logsig) and hyperbolic tangent sigmoid function (tansig). With the change of the transfer function for the output layer, they become the logarithmic sigmoid function (logsig), hyperbolic tangent sigmoid function (tansig), and linear function (pureline). The number of nodes ranged from 3 to 15 in the hidden layer. Training constitutes the first stage in implementation of a neural network designed to identify the relationship between the independent and dependent variables of a given process. Prior to exporting the data to the ANN for training, the data were normalized. This was done to restrict their range within the interval of 0–1, because the PEs of the middle layer were assigned a sigmoidal activation function. The shape of this function shows an important role in ANN learning. The weight changes corresponding to a value near 0 or 1 are minimal since PE is “dull” whereas closer to 0.5 they respond more. Keeping these facts in view, the normalization was approved out so that the mean of the data series would be equal to 0.5 and then revisited to the original values after simulation. The following equation was used:

$$X_{nom} = 0.5 \left( \frac{X_0 - \bar{X}}{X_{max} - X_{min}} \right) + 0.5$$

where:

- $X_{nom}$: normalized value;
- $X_0$: original value;
- $\bar{X}$: mean;
- $X_{max}$: maximum value; and
- $X_{min}$: minimum value.

The NNS provides information on mean sum of square error MSE during the training and validation. Using the test input data set, the $ET_o$ predicted the performance of each network. The data used for the testing of neural network (daily weather data from 931 patterns; 2007–2008) were used for comparison of the selected ANN and the PM method. This comparison was done by using three statistical indices: determination coefficient ($R^2$), root mean square error (RMSE) and the ratio between average estimated $ET_o$ values and observed $ET_o$ values correlation coefficient ($R$). The $R^2$ measures the degree to which two variables are linearly related and should optimally be one. These indices defined as follows:
\[ R^2 = \frac{\left[ \sum (P_i - P)(O_i - O) \right]^2}{\sum (P_i - P)^2 \sum (O_i - O)^2} \]

\[ RMSE = \left[ N^{-1} \sum_{i=1}^{N} (P_i - O_i)^2 \right]^{0.5} \]

\[ R = \frac{P}{O} \]

Where:
N is the number of observations, \( P_i \) is the predicted (using the ANN and conventional methods), \( O_i \) is the observed ET\(_o\) (calculated with the PM method), P and O are the average value for \( P_i \) and \( O_i \).

**RESULTS AND DISCUSSION**

- **Data entry and neural network construction**

The artificial neural network was formed of the input layer consisting of four neurons representing the degree maximum and minimum temperature degree, dew point and wind speed, and the output layer consisting of one array representing the reference evapotranspiration (ET\(_o\)), and the number of hidden layer neurons which was determined by the experiment, by changing the number of hidden layer neurons with the training algorithm installed and Activation of all sealed networks and training of the network until obtaining the minimum rate of root mean square error (RMSR). The neural networks were trained with 3–15 hidden nodes and after each training run; RMSE, \( R^2 \) and \( R \) were calculated using only the test data set to find the optimal number of hidden nodes. Table (1) shows the effect of changing the number of nodes in hidden layer on the network accuracy. This factor had a significant bearing on the network accuracy.

**Training the proposed artificial neural network**

After conducting many experiments, it is possible to find the synthetic neural network with (4-12-1) Fig2. The best RMSE and \( R \) (0.44 mm/ day and 0.98, respectively) values also were found with twelve nodes. Hence, the network using twelve nodes in the hidden layer was selected for daily ET\(_o\) estimation in this study. The activation function was also tested, in the artificial neural network with (4-12-1). The best performance of the
artificial neural network was performed using the activation function Transfer function tan sigmoid in the hidden layer and was followed Transfer function tan sigmoid in output layer as shown in Table (2). Fig. (3) shows the performance of the artificial neural network of the three groups with an average error of (0.0007) for the investigation group.

Table (1): RMSE and R values of ANN models with three to fifteen nodes in the hidden layer for computing ET₀.

<table>
<thead>
<tr>
<th>Network Architecture</th>
<th>Training RMSE (mm/day)</th>
<th>Training R</th>
<th>Validation RMSE (mm/day)</th>
<th>Validation R</th>
<th>Test RMSE (mm/day)</th>
<th>Test R</th>
<th>All RMSE (mm/day)</th>
<th>All R</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-3-1</td>
<td>0.0267</td>
<td>0.9762</td>
<td>0.0267</td>
<td>0.9762</td>
<td>0.0268</td>
<td>0.9757</td>
<td>0.9744</td>
<td>0.9744</td>
</tr>
<tr>
<td>4-4-1</td>
<td>0.0264</td>
<td>0.9767</td>
<td>0.0261</td>
<td>0.9772</td>
<td>0.0278</td>
<td>0.9744</td>
<td>0.9764</td>
<td>0.9764</td>
</tr>
<tr>
<td>4-5-1</td>
<td>0.0265</td>
<td>0.9770</td>
<td>0.0261</td>
<td>0.9762</td>
<td>0.0268</td>
<td>0.9754</td>
<td>0.9766</td>
<td>0.9766</td>
</tr>
<tr>
<td>4-6-1</td>
<td>0.0258</td>
<td>0.9779</td>
<td>0.0262</td>
<td>0.9774</td>
<td>0.0258</td>
<td>0.9775</td>
<td>0.9777</td>
<td>0.9777</td>
</tr>
<tr>
<td>4-7-1</td>
<td>0.0254</td>
<td>0.9783</td>
<td>0.0258</td>
<td>0.9782</td>
<td>0.0250</td>
<td>0.9796</td>
<td>0.9786</td>
<td>0.9786</td>
</tr>
<tr>
<td>4-8-1</td>
<td>0.0256</td>
<td>0.9781</td>
<td>0.0265</td>
<td>0.9770</td>
<td>0.0254</td>
<td>0.9787</td>
<td>0.9780</td>
<td>0.9780</td>
</tr>
<tr>
<td>4-9-1</td>
<td>0.0259</td>
<td>0.9772</td>
<td>0.0257</td>
<td>0.9789</td>
<td>0.0258</td>
<td>0.9789</td>
<td>0.9778</td>
<td>0.9778</td>
</tr>
<tr>
<td>4-10-1</td>
<td>0.0252</td>
<td>0.9787</td>
<td>0.0252</td>
<td>0.9795</td>
<td>0.0257</td>
<td>0.9784</td>
<td>0.9788</td>
<td>0.9788</td>
</tr>
<tr>
<td>4-11-1</td>
<td>0.0256</td>
<td>0.9781</td>
<td>0.0254</td>
<td>0.9796</td>
<td>0.0257</td>
<td>0.9774</td>
<td>0.9783</td>
<td>0.9783</td>
</tr>
<tr>
<td>4-12-1</td>
<td>0.0239</td>
<td>0.9795</td>
<td>0.0240</td>
<td>0.9786</td>
<td>0.0248</td>
<td>0.9799</td>
<td>0.9798</td>
<td>0.9798</td>
</tr>
<tr>
<td>4-13-1</td>
<td>0.0249</td>
<td>0.9793</td>
<td>0.0251</td>
<td>0.9821</td>
<td>0.0251</td>
<td>0.9776</td>
<td>0.9796</td>
<td>0.9796</td>
</tr>
<tr>
<td>4-14-1</td>
<td>0.0242</td>
<td>0.9805</td>
<td>0.0260</td>
<td>0.9774</td>
<td>0.0262</td>
<td>0.9772</td>
<td>0.9796</td>
<td>0.9796</td>
</tr>
<tr>
<td>4-15-1</td>
<td>0.0247</td>
<td>0.9797</td>
<td>0.0256</td>
<td>0.9791</td>
<td>0.0260</td>
<td>0.9768</td>
<td>0.9792</td>
<td>0.9792</td>
</tr>
</tbody>
</table>

Fig. (2): Neural Network Structure.
Table (2): The performance of the artificial neural network when using multiple activation functions.

<table>
<thead>
<tr>
<th>Hidden layer</th>
<th>Output layer</th>
<th>All (RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tansig</td>
<td>Purelin</td>
<td>0.024820</td>
</tr>
<tr>
<td>Tansig</td>
<td>Logsig</td>
<td>0.096464</td>
</tr>
<tr>
<td>Tansig</td>
<td>Tansig</td>
<td>0.024528</td>
</tr>
<tr>
<td>Logsig</td>
<td>Purelin</td>
<td>0.024874</td>
</tr>
<tr>
<td>Logsig</td>
<td>Logsig</td>
<td>0.096525</td>
</tr>
<tr>
<td>Logsig</td>
<td>Tansig</td>
<td>0.026039</td>
</tr>
</tbody>
</table>

Fig. (3): Mean squared error and the ANN best validation performance.

-Evaluate the performance of the proposed artificial neural network
Evaluate the performance of the proposed neural network by comparing the results obtained in general from the model for the training, testing and validation group by using curve fitting tool in matlab. R-squared ($R^2$) and root mean square error (RMSE) values of developed model in the training, validation period as well as in testing period are given in Fig.4,5 and 6.It can be seen from figures that for ANN model R-squared ($R^2$) for training period was 0.9602, validation period was 0.9597 and for testing period was 0.9575. The value of root mean square error for training period, validation period was 0.42, 0.43 and for testing period it was 0.44 mm/day after
standardization response respectively. It is clear from figures that the higher values of correlation coefficients and lower values of root mean square. Error can suggests the applicability of ANN model for evapotranspiration estimation.

![Fig. (4): The best architecture for the ANN for training data.](image1)

![Fig. (5): The best architecture for the ANN for validation data.](image2)

![Fig. (6): The best architecture for the ANN for test data.](image3)
Fig. (7) shows the comparison between daily ET\(_0\) values estimated by PM method and those prediction by the selected ANN model incorporating all the data points for years under testing of neural network. There was a very strong correlation depicted in the output of the model under discussion. Most of the points lied near the regression line with a few exceptions of greater deviations in the testing mode. However, the correlation above 90% encourages this technique to be used in practical applications.

**CONCLUSIONS**

Evapotranspiration is an important and one of the most difficult components of the hydrologic cycle to be quantified accurately. Prior to designing any irrigation system, the information on crop water requirements or crop evapotranspiration is needed, which can be calculated using reference evapotranspiration. The difficulty in estimating ET\(_0\) with the indirect physically based methods is due to the limitations of unavailability of all necessary climate data. ANNs are efficient in modeling complex processes without formulating any mathematical relationships related to the physical process. This study was undertaken to develop ANN models corresponding to PM conventional ET\(_0\) method for station of Nubaria Province. The ANN model was developed considering four inputs (T\(_{\text{max}}\), T\(_{\text{min}}\), DW and WS) and the PM ET\(_0\) as a target. The optimum number of hidden neurons was finalized with a trial of 3–15 hidden nodes. For estimating ET\(_0\) using ANN model, a network of single hidden layer with twelve numbers of hidden nodes was found as adequate. The results of ANN model showed better agreement of R = 0.979, R\(^2\) = 0.957 and RMSE = 0.44 mm/day with the PM method. This present study has demonstrated the potential of using the neural network with limited climatic data for
reliable reference evapotranspiration. However, it should be noted that only climate data from agro ecological region of Egypt was used in this analysis and the results might be different for various climates in other countries.
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الملخص العربي
تقدير البختر–نتح المرجعي (ET₀) باستخدام الشبكة العصبية الاصطناعية
محمد عبدالجديد جندي*
تهدف هذه الدراسة إمكانية استخدام شبكة عصبية اصطناعية (ANN) للتنبؤ بقيم البختر–نتح المرجعي (ET₀) مع مجموعة بيانات مناخية يومية محددة (درجة الحرارة القصوى والدنيا، نقطة الندى وسرعة الرياح) كمدخلات واستخدام قيم البختر–نتح المرجعي المحصول بمعادلة بنمان–مونتيث (Penman-Monteith) التي تعطي نتائجها أعلى دقة لتقدير البختر المرجعي دائمًا. استُخدمت خوارزمية الانتشار العكسي في عملية تدريب وتحقيق الشبكة مع تغيير عدد العصبونات في كل طبقة وكذلك تغيير دوال التفعيل لكلا من الطبقة الخفية وطبقة المخرجات وكانت أفضل بنية للشبكة العصبية ذات الهيكله (1 - 12 - 4) لتقدير ET₀ بمعامل ارتباط (R) 0.98 ومعامل انحدار (R²) 0.957، والجذر التربيعي لمتوسط مربع الخطأ (RMSE) 0.44 مم/يوم لمجموعة الاختبار.

*قسم الهندسة الزراعية. كلية الزراعة- جامعة عين شمس.